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The LEAD Project
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What is Mesoscale weather?
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The LEAD Vision: A Paradigm Shift
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Change the Paradigm

• To make fundamental advances we need:
– Adaptivity in computational model.

• But also Cyberinfrastructure to:
– Execute complex scenarios in response to 

weather events
• Stream processing, triggers
• Close loop with the instruments.

– Acquire computational resources on demand.
• Need supercomputer-scale resources
• Invoked in response to weather events

– Deal with data deluge
• User can no longer manage his/her own experiment 

products
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One Paradigm Shift Scenario:  Model 
Grids Fixed
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Second Paradigm Shift: CASA NETRAD 
adaptive Doppler Radars.  
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Third Paradigm Shift:  Experiment as 
Control- or Data-flow graph
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The LEAD Portal
Provides access to the LEAD resources

Weather and LEAD testbed status

Viz tool
Workflow tool



15
Linked Environments for Atmospheric Discovery

Select community data products for import to workspace or use in
experiment
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Workflows: Execution of Complex 
Experiments

LEAD requires ability to construct workflows that are 
• Data Driven  

– Weather data streams define nature of computation
• Persistent and Agile

– Data mining of data stream, detects “interesting” feature, event 
triggers workflow scenario that has been waiting for months. 

• Adaptive
– In response to weather: weather changes.  
– Nature of workflow may have to change on-the-fly.
– Resources 

• More may be needed, sometimes they become unavailable.
• Need to be self-aware 
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The workflow composer
• User designs, then compiler generates GBPEL
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Assimilation-forecast workflow
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Sample App Services

ARPS to WRF data converter – ARPS2WRF
Description: Ingests data files in ARPS history format and generates WRF input and lateral 
boundary files.
Input: A configuration file, surface characteristic files and initialization files in ARPS history 
format.
Output: WRF input file, WRF lateral boundary file and WRF initialization files in NetCDF 
format.
WRF Model  – WRF
Description: Performs storm, mesoscale and synoptic weather prediction by a non-hydrostatic, 
limited area model to study convection, baro-clinic waves, boundary layer turbulence, real-time 
weather phenomena.
Input: A configuration file, ADAS analysis data and later boundary conditions generated by 
external model interpolator.
Output: Weather forecast output data files.

ARPS Data Analysis System – ADAS
Description: Generates 3D gridded analysis of the current atmosphere by combining the 
observed information from NEXRAD radars, wind profilers, satellites, surface observation 
networks and aircrafts with a background field created by external model data interpolator. 
Input: A configuration file and processed observational data from various data preprocessors.
Output: ARPS history formatted analyzed data.
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More Sample LEAD Services

Satellite Data Remapper – MCI2ARPS
Description: Remaps observed McIDAS GVAR AREA satellite data from the satellite-observed pixels to the ARPS grid. 
Input: A configuration file and observed data from satellites.
Output: Re-mapped data files.

Radar Level-III Data Remapper – NIDS2ARPS
Description: Converts WSR-88D Level-III raw velocity and reflectivity data and remaps it onto a sigma-Z Cartesian ARPS grid. 
Input: A configuration file and raw WSR-88D Level–III radar data files.
Output: Re-mapped data files.

Radar Level-II Data Remapper – 88D2ARPS
Description: Converts raw NEXRAD Level II radar data in polar coordinates to Cartesian coordinates and remaps the data to the ARPS grid. 
Input: A configuration file and raw WSR-88D Level–II radar data files.
Output: Re-mapped data files.

Gridded Data Interpolator – EXT2ARPS
Description: Extracts and interpolates pertinent fields from a National Weather Service model forecast dataset to an ARPS grid to provide an 

ADAS analysis background or initial conditions and boundary conditions for an ARPS/WRF forecast.
Input: A configuration file and gridded data from external models like NCEP ETA, RUC and AVN.
Output: Processed data files with fields on ARPS grid in standard ARPS history format and external boundary conditions format.

Surface Characteristics Preprocessor – ARPSSFC
Description: Prepares the surface characteristic data set for use in ARPS and generates surface characteristic files with soil types, vegetation 

types, leaf area index and surface roughness.
Input: A configuration file with soil type, vegetation type and vegetation fraction data files.
Output: Constructed set of surface and vegetation characteristic fields for the ARPS grid.

Terrain Data Preprocessor – ARPSTRN
Description: Performs analysis of terrain data and generates a terrain file by interpolating the data to the ARPS grid. 
Input: A configuration file and a terrain data set.
Output: Processed terrain data file.
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Workflow applied to Katrina

2D image generated by ARPS Plotting Service 3D Image generated by IDV
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Managing Data in LEAD

Resources

Geo- Data products

Workflow scripts

Compute resources,
storage resource

Services

Observational data

Model generated data

Collections

Derived data

Data analysis results

Model input resources

Personal data
products

Community
data products

External products

-- new and future data 
sources. 

-- data, mostly 
observational, made 
available to LEAD 
virtual community

-- user’s experiment 
products, personal 
collections, scripts, 
input config params. 
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LEAD Data Use Scenario
• Importing community data 

products to users workspace
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Log in and see your MyLEAD Space

• x
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User’s Workspace (myLEAD)

• Metadata catalog of user’s data products
• User’s storage on LEAD grid
• Agent actively archives data products:

– Derived data products - data products result of processing 
original raw data

– Temporally changing data products - data continuously 
changing through

• regular additions streamed into archive
• Ad hoc actions taken by content creators, or
• In conjunction with workflow processes.

• Approach: general, reusable data model; open source 
database (mySQL); standardized metadata schemas 
(XML); service-oriented architecture (SOAP, WSDL, 
gridFTP, x509 certificates)
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Creating structure in user’s archive that models 
their investigation steps

workflow

myLEAD agent
Product 
requests,
Product 
registers,
Notification 
msgs,

myLEAD server

Gather
data

products

workflow

Run 12 hour
forecast

(6 hrs to complete)

Analyze
results

Based on
analysis, gather
other products

Analyze
results

Run 6 Hr
forecast (3 hrs

to complete)

12 hrs

Decoder
service

Notif
service
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Archiving derived and temporally 
changing data products

� � � � � � � � � � � � � � � � � � � � � � � �

4 < reads < 100
4 < writes < 100

myLEAD Personal workspace

Runs on Teragrid 
HPC machines

Runs on
Teragrid 
storage 
servers

Deepti

Greg

Carolyn

OGSA-DAI v6.0, 
Globus GT3,
mySQL
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Challenge: criteria for 
determining number 
of versions necessary 
to preserve
meaningful sense of 
an object’s evolution 
over time.

Archiving derived and temporally changing 
data products

� � � � � � � � � � � � � � � � � � � � � � � �
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Conclusions
• LEAD has demanding set of 

requirements: architecture is 
response
– Many in science community 

applying service-oriented
architecture

• LEAD unique in fusion of data 
management and workflow 
based on
– Tight coupling based on very 

fine grained event tracking 
and metadata based on 
entire experiments.

• Adaptivity requirements require 
rethinking of workflow, stream 
processing, …


